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Abstract 
We explore physical layout for a three-dimensional (3D) 

FPGA architecture. For placement, we introduce a top­
down partitioning technique based on rectilinear Steiner 
trees; we then employ a one-step router to produce the 
final layout. Experimental results indicate that our ap­
proach produces effective 3D layouts, using considerably 
shorter average interconnect distance than is achievable 
with conventional 2D FPGA 's of comparable size. 

1 Introduction 
A field-programmable gate array (FPGA) is a flexible 

and reusable design alternative to custom integrated cir­
cuits. Using FPGAs, digital designs can be quickly imple­
mented and emulated in hardware, which enables a faster, 
more economical design cycle [8]. The flexible logic and 
connection resources of FPGAs allow different designs to 
be implemented on the same hardware. However, this 
versatility comes at the expense of a substantial perfor­
mance penalty due primarily to signal delay through the 
programmable routing switches. This delay can account 
for over 70% of the clock cycle period [19, 25]. 

This paper explores physical-design issues for a new 
three-dimensional (3D) FPGA architecture, with a focus 
on reducing the interconnect delay. The increased number 
of switch block neighbors in our new architecture (i.e., 6 
in 3D vs. 4 in 2D) affords greater flexibility during place­
ment and routing, while shorter average interconnect dis­
tance (i.e., O(n½) for an n-block 3D FPGA vs. O(n½) in 
2D) implies shorter signal propagation delays. In order to 
realize such potential benefits, we must develop effective 
physical-design techniques which exploit these properties. 

The physical design tools we developed for 3D FPGAs 
build on those proposed in [4], and adapt these technique 
for the new architecture. Our placement algorithm em­
ploys a top-down approach: the FPGA is partitioned into 
several cubic sections, logic blocks are arranged to min­
imize the number of nets crossing partition boundaries, 
and each partition is similarly processed in a recursive 
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manner. We use a one-step graph-based router which em­
ploys a Steiner-based heuristic to construct the overall 
routing solution. 

Our benchmarks indicate that our three-dimensional 
layout algorithms generate 23% average savings in total 
interconnect length over traditional 2-0PT -based place­
ments. In addition, our three-dimensional layout reduces 
average interconnect distance by 14% and average max­
imum source-sink path length by 26%, with respect to 
2-0PT -based placements. 

The remainder of the paper is organized as follows: In 
Section 2 we discuss our 2D and 3D FPGA architecture 
models, and address some of the physical constraints in 
constructing our 3D variant. In Section 3 we discuss per­
formance gains expected for the 3D architecture. Sec­
tions 4 and 5 present our physical layout techniques for 
3D placement and routing, respectively. Section 6 con­
tains experimental results for 3D FPGAs and compares 
these results with those achievable for 2D FPGAs, and 
we conclude in Section 7. 

2 The FPGA Architecture 
Field-programmable gate arrays are reprogrammable 

chips capable of implementing arbitrary design logic. The 
basic 2D FPGA architecture consists of a symmetrical ar­
ray of user-configurable logic blocks. Running through 
the channels between the rows and columns of logic blocks 
is a network of channel segments, linked together by pro­
grammable switch blocks [8] (Figure 1). During customiza­
tion, configuration data is downloaded onto an FPGA, 
specifying which programmable switches are to be made 
active (i.e., programmed "ON"). This process causes each 
net (i.e., a set of logic-block input/output pins) to be prop­
erly interconnected. 

Our 3D FPGA architecture [2] is a generalization of the 
basic 2D model, in which each switch block has six imme­
diate neighbors (Figure 2( a)), as opposed to four in 2D. 
Three-dimensional switch blocks are analogous to their 
two-dimensional counterparts; they enable each channel 
segment to connect to some subset of the channel seg­
ments incident on the other five faces of the 3D switch 
block (Figure 2(b)). 

Although the usable-gate count of FPGAs has been 
steadily increasing, the number of usable gates in FP­
GAs is significantly less than in other design styles (mask-
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Figure 1: Two-dimmensional FPGA architecture. 

(b) 

Figure 2: (a) Arrangement of switch blocks in 3D 
FPGA, and (b) detail of 3D switch block. Dark 
lines in (a) denote channels containing parallel 
channel segments. 

programmed gate arrays, semi- and full custom ICs). This 
reduction in gate count is an inevitable consequence of the 
additional chip area dedicated to programmable routing 
switches and SRAM-based configuration data for these 
switches [24]. More recent FPGA architectures [27] strive 
to increase usable-gate-counts by reducing the number of 
programmable switches. 

Three-dimensional VLSI has recently begun to at­
tract increased attention. The implications of three­
dimensional abutment of individual transistors has been 
studied in [16]. Issues in vertical integration have been 
investigated in [1], with a focus on "silicon-on-insulator" 
techniques. In order to reduce delay between individ­
ual FPGAs, [11] proposed adding a surrounding pro­
grammable interconnection frame to individual die, using 
an MCM substrate for interconnections between frames. 

An alternative approach investigates the use of optical in­
terconnect to construct multi-layered FPGAs [10]. I/O 
for individual FPGA chips was recently enhanced by us­
ing solder bumps distributed across the FPGA die [26]. 

The three-dimensional FPGA model poses a number of 
new challenges in the area of heat dissipation. Higher op­
erating temperatures can lead to less reliable operation 
(e.g., heat stress can induce faults). A number of MCM 
thermal-dissipation techniques (e.g., thermal bumps and 
pillars [9], thermal gels [7], etc.) may also be applicable 
to 3D FPGAs. Chip-size packages [23, 28] are a relatively 
new packaging technology which results in a package typ­
ically only 10% larger than the bare die itself. 

One such package consists of a thin epoxy coating, 
which allows bonding pads to be placed directly over the 
die surface. An important benefit of chip-sized packages 
is the reduction of thermal stress by physical buffering 
of the die. A second motivation for using chip-sized pack­
ages rather than bare dies is the known-good-die problem: 
compared to packaged die, testing of bare dies is costly as 
well as time-consuming. Chip-size packages, which are es­
sentially testable dies, can dramatically reduce this prob­
lem [14]. 

3 Reducing Interconnect Length 
In this section, we explore analytically both the ex­

pected interconnect length and the required number of 
programmable switches. Channel segments on an FPGA 
are linked together with programmable switches. Under 
our 2D and 3D architecture models, reducing the inter­
connect length also reduces the number of programmable 
switches encountered along the traversed interconnect 
( which further lowers the interconnect delay). 

Consider two FPGA architectures, each having n switch 
blocks, arranged in a 2D grid and in a 3D grid (Fig­
ure 2(a)). The expected distance between two uniformly 
distributed points in the unit interval is ½, and therefore 
the expected Manhattan distances between two uniformly 
distributed points in the unit square and unit cube are ~ 
and ~ = 1, respectively. Thus, the expected interconnect 
length for a two-pin net in an FPGA of n switch blocks, 
is ~ • n ½ and n ½ in 2D and 3D, respectively. 

Equating the average interconnect length values in the 
different architectures and solving for a break-even value 
of n indicates that the average interconnect length is ex­
pected to be shorter in 3D than in 2D when n 2: 12. Be­
cause typical values of n in existing FPGA parts already 
far surpass this value, we can expect 3D interconnect 
lengths to be shorter than their 2D counterparts. Cur­
rently available parts contain over 500 switch blocks [27]; 
for n = 525, the expected average interconnect length in 
three dimensions is less than half its value in two dimen­
s10ns. 



PROGRAMMED 
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to as reducing congestion). 

Figure 3: (a) 2D switch block with fanout 3, and 
(b) 3D switch block with fanout 5. 

A popular 2D switch-block architecture [27] allows each 
incoming channel segment to connect to a single segment 
on the other three sides, providing a fanout of Fs,2D = 3. 
Our 3D architecture generalizes this switch-block scheme 
to three dimensions, resulting in a fanout of Fs,3D = 5. 
When a route passes through a switch block, all of the 
fanout channel segments ( either three or five) become un­
available to subsequent nets; one or more of the fanout 
segments is committed to the route by being programmed 
"ON" to make the connection, while the remaining fanout 
segments become unusable (they must be programmed 
"OFF" to ensure that subsequent nets are electrically dis­
joint (Figure 3) from the current net). Thus, while in­
terconnections in the 3D configuration are shorter, they 
commit more switching hardware per unit length. This 
motivates a more refined analysis as follows: 

( cost per unit len 2D) 

x ( expected len 2D) 
2 1 

F 2D · - · n 2 s, 3 
n 

( cost per unit len 3D) 

x ( expected len 3D) 
1 

Fs,3D · n 3 

244 

Thus, an average net is expected to use fewer switch­
ing resources when routed in three dimensions for n 2: 
244 switch blocks ( this size range applies to most cur­
rently manufactured parts). Hardware requirements re­
main greater in three dimensions: however, if channel 
widths can be reduced sufficiently by going to three dimen­
sions, then identical circuits may be implemented with less 
overall hardware using a three-dimensional FPGA part. 

4 Three-Dimensional FPGA Placement 
FPGA layout is generally performed in three phases: 

(1) technology mapping, (2) placement, and (3) rout­
ing. During technology-mapping, the design logic is par­
titioned into small "units", each capable of being imple­
mented by an individual logic block. During placement, 
these units are each assigned to specific logic blocks on 

Traditionally, these phases of layout have been consid­
ered independently and performed sequentially. Since the 
quality of the results of any one phase depends on results 
from earlier phases, it is beneficial for each phase to con­
sider its effects on subsequent phases. A placement tech­
nique called Mondrian was designed to specifically con­
sider the effects of placement on routing for 2D FPGAs [4] 
[13]. Here we generalize this method to three dimensions. 

Our 3D FPGA placement algorithm uses a recursive 
geometric technique called thumbnail partitioning, which 
decomposes the FPGA area into an m x n x r grid. In 
our case, m = n = 3 ( and r = 1) for a standard two­
dimensional FPGA, and m = n = r = 2 for the three­
dimensional FPGA shown in Figure 4. 

Figure 4: ( a) Partition template with m = n = 
r = 2, and (b) partitioning graph where partition­
template regions correspond to nodes. 

The placement phase overlays the FPGA with a parti­
tioning template, partitioning the overall design logic into 
m • n • r regions. Cut-lines of the template pass through 
switch blocks, so each logic block lies entirely within a sin­
gle region of the partitioning template. The distribution 
of logic blocks among regions of the partitioning template 
is then improved using simulated annealing [20], where a 
move consists of swapping pairs of logic blocks from differ­
ent regions of the partitioning template, with the objective 
being minimizing total interconnect length over all nets. 

For each net, we consider the set of partitions in which 
that net has been placed, and we calculate the mini­
mum rectilinear Steiner tree connecting these points (i.e., 



the thumbnail). An important measure of the qual­
ity of a placement and global routing is maximum con­
gestion, which in our case is the number of thumbnail 
edges crossing any given cut-line. Once logic blocks have 
been assigned to regions in the partitioning template, a 
congestion-balancing step is undertaken. Note that a typ­
ical set of partitions can have many 'thumbnails (see Fig­
ure 5). The objective of the congestion-balancing step is to 
assign one of the possible thumbnail alternatives to each 
net in a manner that minimizes the maximum number 
of thumbnails having edges that cross the same cut-line 
of the partitioning template. Since this problem is NP­
complete [13], it is accomplished using a greedy heuristic. 

IJ [r7 
Figure 5: Three possible thumbnails for intercon­
necting the four dark-shaded nodes shown. Un­
shaded nodes represent possible Steiner nodes. 

Next, every edge in each thumbnail must be assigned 
to a specific switch block along the crossed cut-line of 
the partitioning template. Each such switch block is con­
ceptually added as a new "virtual" pin in the net. The 
portion of each net within each region of the partitioning 
template is then passed on to a lower level of the recur­
sion ( this is akin to the virtual terminal [6] and terminal 
propagation [12] techniques). Assignments are made using 
a minimum-bipartite-matching heuristic, where one set of 
nodes represent all nets crossing a cut-line, and the other 
node set represents the switch boxes on that cut-line. The 
recursion terminates when a region contains at most one 
logic block. Minimizing thumbnails for each net while bal­
ancing overall congestion produces routable placements. 

5 Three-Dimensional FPGA Routing 
After the placement phase, all portions of the design 

logic have been assigned to specific logic blocks on the 
FPGA. It is now the task of the router to interconnect 
the pins of each net. The routing phase models the FPGA 
as a graph, where the overall graph topology mirrors the 
complete FPGA architecture. Paths in this graph cor­
respond to feasible routes on the FPGA, and conversely 
(See Figure 6). Nets are routed one at a time, using a 
move-to-front heuristic when infeasibility is encountered. 

Routing each net on the FPGA corresponds to the 
graph version of the Steiner problem: given a graph 

(a) (b) 

Figure 6: A section of the routing graph showing 
(a) a 3D FPGA switch box, and (b) the corre­
sponding portion of the routing graph. 

G = (V, E), where V is the node set and E ~ V x V 
is a set of weighted edges, we must span a subset of the 
nodes N ~ V (i.e., the net), while the remaining nodes 
may be used as Steiner points. Each edge eij E E has 
a weight Wij corresponding to interconnect distance, and 
our goal is to minimize the total spanning cost. The graph 
Steiner problem is formally defined as follows: 

The Graph Steiner Minimum Tree (GSMT) prob­
lem: Given a weighted graph G = (V, E) and a net of 
terminals N ~ V to interconnect, find a tree T' = (V', E') 
with N ~ V' ~ V and E' ~ E such that Le,jEE' Wij is 
minimized. 

The GSMT problem is NP-complete [17]; we therefore 
employ the Iterated-KMB (IKMB) heuristic of [3] and 
adapt it to routing in three dimensions. The IKMB al­
gorithm in turn uses the heuristic of [21] (which we call 
"KMB") to efficiently search for solutions of increasing 
quality. Given a graph G = (V, E), the net N ~ V, and a 
set S of potential Steiner points, we define the following: 

The IKMB algorithm starts by computing the KMB 
tree. Then, at each iteration the IKMB method repeat­
edly finds additional Steiner node candidates that reduce 
the overall KMB cost and includes them into the growing 
set of Steiner nodes S (see Figure 8). The cost of the KMB 
tree over N U S will decrease with each added node, and 
the construction terminates when there is no x E V with 
~KMB(N US, { x}) > 0. The IKMB method is formally 
described in Figure 7. 

The IKMB algorithm mirrors the Iterated 1-Steiner 
method [15] [18] and is quite effective in reducing total 
interconnect length for 2D FPGAs [5]. Our experimental 
results indicate that IKMB is also effective for 3D FPGAs 
(see Section 6). Figure 8 shows how introducing Steiner 
points into the routing solution can reduce total intercon­
nect length. 
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Table 1: The effects of three-dimensional Mondrian placement on total interconnect length and 
minimum channel width of several benchmark circuits. The percentages indicate the performance of 
Mondrian with respect to random placements (positive values indicate improvement, while negative 
percentages indicate disimprovement). 

The Iterated-KMB (IKMB) Algorithm 
Input: A weighted graph G = (V, E) and net N ~ V 
Output: A low-cost tree spanmng N 
S=f/J 
While 

C = {x EV -Nl6.KMBa(N US, {x}) > O} #- 0 
Do 

Find x E C with maximum 6-KMBa(N US, {x}) 
S=SU{x} 

Return KMBa(N US) 

Figure 7: Iterated-KMB algorithm (IKMB). 

6 Experimental Results 
Our placement and routing algorithms were imple­

mented using c++ in the SUN Unix environment. We 
considered 6 large industrial benchmark circuits fre­
quently used to evaluate FPGA routers [22]. 

Each circuit was first placed using the Mondrian 
method, and then the placement was further refined us­
ing a 2-0PT post-processing step. The various 2-0PT 
methods we used were as follows: (i) 2-0PT-PAIR, which 
starts by making the best swap possible, and then "fol­
lows" those two blocks, making any beneficial swap involv­
ing one of them; (ii) 2-0PT-FIRST-a, which makes the 
first beneficial swap found, and continues to do so until 
the number of swaps made exceeds the square of the num­
ber of blocks; and (iii) 2-0PT-FIRST-b, which is similar 
to 2-0PT-FIRST-a but runs until no possible swap would 
result in a savings of more than 1 %. For comparison pur­
poses, we also tested our tool on random placements (post­
processed by greedily swapping pairs of blocks). Thus, we 
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Figure 8: Example of routing solutions for a single 
3-pin net (dark blocks represent pins), produced 
by (a) the KMB algorithm, and (b) the IKMB 
algorithm. The shaded switch block in (b) serves 
as a Steiner point to reduce overall interconnect 
length by about 16% in this case. 

benchmarked eight types of placements: (i) random, (ii) 
random followed by (three distinct kinds of) 2-0PT post­
processing , (iii) Mondrian, and (iv) Mondrian followed 
by (three distinct kinds of) 2-OPT post-processing. 

Table 1 shows the total interconnect length and the 
minimum channel width for each benchmark circuit. The 
results indicate that our placement algorithm generated 
23.1 % savings in total interconnect length over random 
placements. The overall improvement in minimum chan­
nel widths is 5.4%. Our Mondrian placement algorithm 
tends to draw logic blocks closer together, thus minimiz­
ing total interconnect length (in certain cases, this can 
increase the minimum channel width required to route 
the circuit). 

Table 2 shows the average interconnect length per net, 
the average number of programmable switches required to 
route a net, and the average maximum source-sink path­
length (i.e., radius). As expected from the analysis in 
Section 3, the increased switching flexibility in three di­
mensions decreases all of these values. Our results indicate 
a reduction of 13.8% in average interconnect length, 23.0% 
savings in average switch block usage, and 26.4% reduc­
tion in average source-sink path-length. These results are 
encouraging with respect to interconnect delay minimiza­
tion in three-dimensional FPGAs ( as compared to their 
two-dimensional counterparts). Figure 9( a) illustrates a 
2D layout of one of the benchmark circuits (ALU2), while 
Figure 9(b) shows the layout of the same circuit on a 3D 
FPGA. 

7 Conclusions 
We have presented an effective physical layout frame­

work for a new three-dimensional FPGA architecture. For 
placement, we have used a top-down partitioning tech-

nique based on optimal rectilinear Steiner trees, and for 
routing we developed a graph-based one-step router to 
produce a final layout. Our experimental results indicate 
that our approach produces effective 3D layouts, using 
considerably less interconnect than is required with con­
ventional 2D FPGAs of comparable size. 
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Figure 9: Final layout of circuit ALU2 on (a) 
16 x 16 2D FPGA, and on (b) 4 x 8 x 8 3D FPGA. 
Placement was done using Mondrian without 2-
O PT post-processing in both cases. 
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Kandom + 2-UYl-YlK:::.'l-b 
Kandom + 2-U.t'l-.ntt::,1-b 

Averages: 

Mondrian 
Mondrian 
lVlonctrian 
lVlonctrian 
lVlonctrian 
Mondrian 

Averages: 

18.9 13.4 29.1 
19.7 13.3 32.4 
20.8 14.0 32.6 
20.0 12.8 36.3 
16.8 11.2 33.6 
18.5 12.·1 31.4 
rn.1 l'..UJ 3:.J.b 

8.9 '(,'( 14.2 
10.5 7.9 24.2 
10.6 8.4 20.7 

8.1 6.9 14.1 
6.9 6.2 10.3 
6.0 5.4 8.6 
8.5 7.1 16.5 

11.U 7.\J :.J7.\J 
9.9 7.9 20.9 

lU.8 lU.U ·1 .l 
10.6 6.4 39.3 

I .1 '/,9 -11.4 
7.2 5.1 29.2 
9.4 7.5 20.2 

17.5 12.4 29.1 14.8 9.4 36.7 
18.3 12.2 33.4 16.0 10.5 34.4 
19.l 12.8 32.8 16.4 10.2 38.0 
18.7 11.8 37.1 16.1 10.0 38.1 
15.5 10.0 35.2 14.5 9.2 36. I 
1 I .2 11.5 I 32.8 15,'/ 10.4 33.6 
l I. I 11.8 33.3 lb.b lU.U 3b.c! 

1.6 6.8 11.0 6.6 5,'/ 13.0 
9.1 6.9 23.6 8.5 6.1 28.8 
9.1 7.5 17.3 7.9 6.1 22.7 
6.9 6.1 10.7 7.0 5.5 20.6 
5.7 5.3 7.0 5.8 5.1 11.5 
4.8 4.7 1.4 5.0 4.5 9.5 
7.2 6.2 13.9 6.8 5.5 19.1 

\J.7 7.1 :.J7.l 8.:.J 5.6 31.8 
8.5 6.7 21.6 7.8 5.9 25.1 
cl.3 8.8 b.U I .8 '/,:.J '/,:.J 
9.3 5.5 40.6 8.9 5.0 44.1 
6.0 6.9 -15.9 6.0 6.4 -'/.4 
6.0 4.2 29.9 5.8 4.2 27.7 
8.1 6.5 19.8 7.4 5.7 23.0 

Overall Averages: 11 10.9 8.4 13.8 9.6 7.4 23.o 11 8.7 6.4 26.4 

Table 2: Average interconnect lengths, number of active switches used in routing a single net, and 
the maximum source-sink path-length (radius) for the 2D and 3D cases. 
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